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: O Stabilization of Slotted Aloha
O Splitting Algorithms
O Introduction to CSMA
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We know that as the number of users (nodes), m—«, slotted Aloha
becomes unstable.
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Ordinary slotted aloha is unstable for any arrival rate # >0 (recall o is
normalized to sloth length)

Maximization stable throughput of slotted Aloha =0
I.e., the least upper bound of arrival rates for which the system is stable

The questions we would like to address are the following:

1) Suppose have m users, m—oo and n bocklogged packets, then

G(n)=(M-n)o+noc=p+Ny asm — w
o = prob of new arrivalin aslot

y = retransm prob
know p~Ge® and p,_,, ~1 s
e
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1) Suppose want to keep G~1 , then

prob{idleslot}=e™®© =e™' =~ .368
prob{successfultransmission} = p =e™ = .368

prob{collision}=1— 2 ~ 264
e

So, if you know n exactly, can control G(n), G(n) =1

. 1 i
and achieve p~= = needan estimatorof n
e

The above assume that all nodes use the same 7

2) We can get better throughput (i.e., Oma >§ If each node keeps

track of its own history of retransmissions and the feedback history
(idle, success, collision) = Splitting Algorithms

k L
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“Pseudo Bayesian” Algorithm
Assumption: new and collided packets are assumed to be backlogged

If there are n packets (including new arrivals) at the beginning of a slot,
the attempt rate =ny

success prob.=ny(1-y)""

But, don’t know n and needs to be estimated online based on the knowledge

that 1) The previous slot is idle or a packet was successfully transmitted
2) There was a collision in the previous slot.

If have N, weset y=min{l, %}so that G(n) =1
A

How to get the estimate N ?
Suppose that the prior prob of the number of backlogged packets n
At slot k is poisson with mean N, (i.e. just before we know what happened
In slot k RS
) p(y =" €~
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Suppose slot k is idle, then

)= p(slotkisidle| n)p(n)

p(n|slotkisidle —
p(slotk isidle)

1

Since each node transmits with prob  —
My

orob{slot k idle | n} = (1-—)"

Ny

orob{slot k idle} = Z(l-ﬁi)"
n=0 k

e~
n!

(n)"=e”

1 n~—fA, 72 \N
(1-2)"e ™ (@)
So, p(n|slotkisidle) = ——X _

e "V, 1"
n!

-1

nle
= poisson with mean n, -1
E(n|slotkisidle)=hA, -1
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Similarly,

p(n+1|slot k is successful) = poisson with meanf, -1
-.E(n|slot k is successful) =n, -1

p(n | collision in slot k) = p(collision in slot k | n)p(n)
p(collision in slot k)

e ™ (n)" _ e ™ (N, -1)" _ e (N, -

:e—2[ n! n! (n-1)! ]
Not poisson, but assume it anyway
L e 1 1
~. E(n]collisioninslotk)= —n ————((, -1)———n
(n] ) e_zke_z(k )e_zk
=N +i
< e-2
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a max{p,n, +pp-1 if idle success
u j, =
wy 50 ka h & p+—1— if collision
K e—2
Where, p accounts for new arrival during slot k.
- 1
Let us look at the stability of the system for A< R
State of the system is (n,N) or (n,n-n) .
1
E(nk+1_nk):,0_g<o ‘ >>>
L a2 2 1 ”
E(fi, —) == (p =D+ L) (p+—) >>>
e e e—2 44
od o
2 1 1
=S (p-D+=+(-2)L=p-=<0 an
e e e e 5
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If |n—n| islarge = ¥ istoo high or too low depending on whether

(n—A)>0o0r(n-n)<0

EF O DL L

(n—A)>>0=  You may decide to send at a prob more than necessary
— more collisions = n T

(n—N) <<0=  You may decide not to send

— idlestates=n T due toarrivals,but E|n-A [
Eventually n —» A andn <

oYL L
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Splitting algorithm:

All of them have some form of tree structure to resolve conflicts.
Suppose a collision occurs in slot k, then the collisions are resolved as follows:

FFF oL L

 All nodes not involved in the collision go into a waiting node
e All nodes involved in the collision do the following

* Split into two subsets (e.g. by flipping a coin)

this splitting may also be based on time of arrival
The first subset transmits in slot (k+1)

If slot is idle or successful

second subset transmits in slot (k+2)

k L
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else (i.e., collision)
split again and continue
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: 3 packets
L] - .
» S collision
L
LL
SUCCeSS
Idle
LR
. SUCCESS
Copyright ©2004 by K. Pattipati
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slot transmit set Waiting set Feedback
1 S E (error)
2 L R E
3 LL LR, R 1 (success)
4 LR R E
Idle 5 LRL LRR, R 0 (idle)
6 LRR R E
7 LRRL LRRR, R 1
8 LRRR R 1
9 R 0
LRR
collision
od
LRRR g
SUCCESS o 'd
Y
L




EF O DL L

12

¥ | |

« We can implement this algorithm using a stack.

A node can keep track of when to transmit

_ Oorl
packetcollided = set counter to

counter=0 = transmit
counter+1; for collision

counter=0 — counter= ]
counter-1; for idle or success

What to do with new packet?

* Wait until the collision resolution period (CRP) ends

CRP is large = lot of arrivals = larger CRP and so on.

Solution :split the nodesinto jsubsets, where j is chosensuch that

E{#of elementsin a subset} is slightly greater than 1. j j
Placesubsetsin a stack and start the new CRP. 2%
Capetanaks : Max throughput = 0.43 packets/slot . :

Copyright ©2004 by K. Pattipati y
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Improvement to the tree algorithm:

1) Collision followed by an idle slot = one subset is null and the
other subset is the completesubset. So, collision LRR is available.
To improve throughput,

omit transmission of second subset

splititinto two subsetsof

transmit the first of the splitsubsets

If onidle occurs,split the second subsetagain

This can be easilyaccomplished by each node by having an
extra bit to keep track of idle slots following collisions.
This improves maximum throughput to 0.46.

2) Suppose havea collision followed by a collision
subset of nodes with x packets,collision = X, + X =2

kL L

Collision

oYL L

X
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Since equal split x, and x5 are poisson if X IS poisson

Collision implies
P X 22

So, : -
0 P(X, =1]X >2,X +Xy >2)=PXe-ilx, >2)

Since expected number of packetsfor x is''small”, treat x;, asif
they are new arrivals= they are not part of current CRP

FCES splitting algorithm

“Split the subset on the basis of arrival intervals”

At each time slot k, the algorithm specifies the packets to be transmitted
to be the set of packets that arrived in some earlier interval (T(k), T(k) + a(k))

kL L
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" (T(K), T(k)+a(k)) isthe allocation interval
o T(K) T (k) + (k)
L Allocation i _
- interval Waiting interval ———]
: : current time
Arrival times K
Of previously Arrival times
transmitted packets of waiting packets
T(k +1)
allocatio
-« X n_>| |
current time
<+ R —> K +1
T(k+2)allocation
- |
I
RL RR current time
_ k +2 J'g
T(I;+3) :IIocatlon J'd
‘ od o
I
current timef= =
a
Copyright ©2004 by K. Pattipati .
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e packets arriving after T (k) + (k) are in the queue (waiting).

e packetsarriving during [T (k), T (k) + a(k)] arein service.But don't
know the # of packets.

If collision split allocation interval into two parts and assign left
most subinterval to the allocations subinterval to slot (k+1)

T(k+1)=T(k)
a(k+1) = (k)
transmit packetsm left subinterval
If success and was transmitting left subinterval packets

T(k+1)=T(k)+a(k)
a(k+1) = a(k)
transmit packetsin right subinterval

Copyright ©2004 by K. Pattipati
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If idle and was transmitting left subinterval = split right - most interval

T(k +1) = T(k) + (k)
a(k+1) =$

Transmit left subinterval packets(i.e., left subinterval of split right subinterval)
If idle or successand was transmitting right

T(k+1) =T(K) + (k)
a(k+1) =min(a,, k+1-T(k +1))
Transmit packetsin right subinterval

oYL L
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N
T (k) _
< allocation interval »«—— Waiting interval —»‘ ’
current time
T(k+1) allocation e
< L > <«—— Waiting interval —>
k+1
A
collision «— R—> current time
foIIc_)v_vmg a T(k+2)
collision —r—>
k+2
LL LR T
current time
T(k+3)
‘ k+3
IR ]
current time
T(k+4) L.
<« allocation interval _____ |
k+4 d
T J
current time d
=
Copyright ©2004 by K. Pattipati .
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Markov Chain: Representation of Splitting Algorithm:

Start of R0 1-Pg,
CRP :

I:)R,O
Idle or

SUCCESS anq of
CRP
If a collision occurs ~ (RO) —, (L)
N\ left, one split
I splits so far

(R,0) Success|P, ; (Li+1)

end Ofv\lmeei collision

CRP

Copyright ©2004 by K. Pattipati
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» Each split decreases the allocation interval by a factor of 2.

Isplits — ¢4, —27¢,

« Average # of packets in the allocation interval L =27 pa,

P, = prob{idle or success}
=(1+Lye™

 Transition from (L,1) = (R,1) occurs if packet is successfully transmitted

P prob{x, =prob{x; >3 Le:(l-e™)
L1 pI'Ob{XL + Xg 2 2} [1-(1+ Lo)e—LO]

P(xe =1) _ Le™

similarly, PR,1= -
P(x,>1) 1-e™™

kL L
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In general, 5 __Le"(-e™)
-+ L)e ]

Le™
I:)R,i = 1 -
—€

Prob of Markov states: ~ P(L,1) =1- P,

P(R,i) =P (L), i1
P(L,i +1)=(1-P_,)P(L,i) + (1-Ps , )PR.i)

= P(L.i)-P, (L.i)+ P_,P(L,i)-P5 P ,P(L.)
P(L,i+1)=(-Ps,P )P(L,i), P(LO)=1 P, =1

If we let E{k} be the average number of slots in a CRP, then

E{K}=1+ i[P(L, 1)+ P(R,i1)]

oYL L
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Note: P(L,L+1)+P(R,i+1)=[1+PL,i(Ll-PR,i)]P(L,i)
Recall that
1-(1+L")et s 4L e [I-(1+L)e ™ ]
1-(1+ L)e™ts
= 1+ L.e ™5 P{collision| state(L,i)}

1+ P (1-Pg;)=

« Change in T(k) from one CRP to the next

Initial allocation interval «,

If left hand intervals have collisions, then the corresponding right hand
Intervals are returned to the waiting interval.

If f is the fraction that is returned to waiting interval then change in T (k) = o, (1 f)

Prob of collisionin state (L, i)

= prob{left half interval}has at least two packets|right + left > 2} J'a

1-(1+ L, )e™ . 44

- FArL)E T by a

1-(1+ L, )e 4

Copyright ©2004 by K. Pattipati .
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The fraction of the original interval returned on such a collision is 2-
S0 E(f) :iP(i,i)P(e|(L,i))2‘i
i=1

So, E{k}and E{f}aref™ of L, or of pd,

Drift, D = E{k - T(k)}overa CRP
D =E{k}-a,[1-E(f)]

pd [LE{f}]

D <0 (= stable) if p<
( ) ifp E(

Max p =0.4871at pa, =1.266 (Numerical evaluation)
pick o, =2.6

kL L
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CS MA random access

* These are refinement on the pure and Slotted Aloha — We use additional
hardware to detect (i.e., sense) the transmissions of other stations.

EF O DL L

« Very useful for systems with propagation delays << packet transmission
Times. Can have slotted or unslotted versions.

Let = propagation and detection delay todetectan idle channel
after a transmission ends

e CSMA uses 7 as the slot size

e |f slotted, must tranmit at the beginning of a slot.

oYL L
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General: CSMA random access:

IA

«

Packet
Ready

yes

&
<
y

\

Carrier sense busy

strategy
| Not busy

Delay to beginning of
next slot

\ 4

Transmit

A 4

Wait 2-way
propagation Delay

Done

Copyright ©2004 by K. Pattipati
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Retransmission
Strategy
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Non-Persistent CSMA
Two types of CSMA:

P- persistent CSMA

p - persistent CSMA

Non-persistent CSMA

Channel
Busy

wait Delay 1 slot

no

T sec

A

transmit :
Select a uniform random

number p in (0,1)

no
« P=< Py
yes

oYL L
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a Analysis of unslotted CSMA random access procedures:

L

: Model assumptions:
1.  Number of users (nodes) is infinite and the arrival process is poisson.
2. Propagation and detection delay is 7 seconds.
3.  All packets have the same length and the same transmission time, s.
4, At any point in time, each node has at most one packet ready for

transmission, including any previously collided packets.

5. Carrier sensing takes place immediately (instantaneous feedback)

6. Noise-free channel = failure of transmission is due to collision only.
Collision occurs whenever two packets overlap.

Copyright ©2004 by K. Pattipati
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d
: Unsuccessful and successful busy periods for nonpersistent CSMA.:
: unsuccessful busy period:
e Arrival to all stations Time
TTT 1 i i
012 n n+1
Station i Packet 0
t t+7 t+s ]
Station j Packet 1
1 - Y —
Station | Packet n
- 7 —> Ly t+s+Y t+s+Y +7 t ]
All stations All stations sense channel busy and reschedule—> -
sense channel idle ArTiving packets 1
4 a
< Busy period e idle | aa
| | r
Copyright ©2004 by K, Pattipati CyCIe | .
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» Packet o arrives at the reference station at time t, since the channel is sensed
idle, the packet is transmitted immediately.

 Packets 1,2,..., n do not know the existence of packet 0. Let t+Y be the time
at which the last packet ( in this case n) arrives before t+7 .

o After t+7, stations know that channel is busy. So they reschedule packets
for a later time ( packet n+1).

» Packet n transmission ends by time t+Y+s an all stations know about it by

t+Y +s+r7.

EF O DL L

Successful busy period:

T

packet 0

t t+s t+s+r7

A
)
4

Busy period (B)

A

oYL L
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No arrival in (t,t + z) = no collisions occur,y =0

So, the vulnerable period for CSMA =

propagation and detection delay

(Recall that for pure and slotted aloha it was s and 2s, respectively.)

Throughput p =

Time over which useful work is performed

cycletime
U
B+l

U= average time during a cycle where packetsare

successfuly transmitted.

1) U-=s. prob{packet o is a good transmission}
=s.prob{oarrivalsin (t,t+7)}

-a7s.

=S.e 7,

a - .
— =attempt rate ( new + retransmissions), per packet transmission time
S

Copyright ©2004 by K. Pattipati
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2) Busy period length

B=Y+S+r
know that
v { 0 if successfultransmission
some random variable,otherwise with prob[1-e®"]

Distribution of Y :
t+Y =time of lastarrival of a packetin (t,t + 7)
= no packetin (t+Y,t+7)

F, (y) = prob{Y < y}= prob{noarrivalsin (t+ y;t+7)
=5 foro<y<r

( S —arl/sS
Y = [[1-F, (y)]dy =7 —=[L-e~""] _ S
0 a S0, B=2r+s-—[1-e"*]

d

kL L

asa — 0, B — r +sasit should
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2) Mean Idle period, |

R o S
Inter —arrival times are exponential with mean —

a
S
so, l=—
a
U ge—ar/s
SO’ p = — - =
B+1 S[1—|—2T]+e_aT/SS
S
—pG
fwelet p-Z wehave — ,_ ac
S

a(l+2pB)+e°

For small 3, e/ ~1- fG
e_ﬂG

L+

o,

kL L
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The throughput has a maximum at

do _ 0= —,Be‘/”""[%nL 1+ ﬂ)]+%e‘ﬂa =0

da
or %—é—ﬂ—ﬂzzo
a d
(f+p%)a’ + fa-1=0
2 +a-t 0
-1+1+4
a= + 2+ /IB :IB—1/2 _1/2
1 a -
~ : = = — = 4
pmax_l+2ﬁ Note: f=0=p Tia and p,.., =1 e
od 'l
=
Copyright ©2004 by K. Pattipati .
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A
Pard
1
B=0
B=0.01
a
o
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a
o
o
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Typical behavior
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0.37

0.01 persistent

£ 0.54 T

0.1 persistent

_........,__,,_.~.O.5—pe rsistent
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