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' (I Control of M/M/1 queues |

» The stationary distribution of the network state is the product of the marginal
distributions at each node i —> PRODUCT FORM

Known as JACKSON'S DECOMPOSITION THEOREM

« Individual nodes behave as if they are M/M/1 queues with rate Av; and service
time per visitis —>¢

pi(n)

Control of M/M/1 queues:
Recall uniformization of a CTMC

uniform version
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' f Control of M/M/1 queues

Consider M/M/1 queue with controlled service rate

ML O+ . MO )
s P’/()\ + 1) +u s po/ (N 4+ )

)\ —|— 14
A p Vi>1 tr=bhi=1

) dij A S
—i; = -.M-__ Pij = = ,\+MJ—Z+1
A fori = 0 —qis v . . .
g )= l;,2>1
« Suppose that the service rate can selected from a closed subset M of an interval

[0, 7]
« Service rate u can be changed at the times when a customer departs from the
system (i.e., at the departure epochs).

A good choice of uniformization rate
v=A4+n
So that the uniformized version is:
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' f Control of M/M/1 queues
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- - A+7 : —
« There is a cost ¢(u) per unit time for using rate u. For example, faster service
costs more. Assume ¢(0) =0 ¢ q(u) is continuous

§&NOT TRUE IN PRACTICE!

assumption is not necessary
q(pe)
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' f Control of M/M/1 queues

« There is a waiting cost c(n) per unit time when there are n customers in the
system (waiting in service or undergoing service). The waiting cost function c(n)
is nonnegative, monotonically, nondecreasing, and “convex” in the sense that

cn+2)—cin+1) > en+1)—c(n), n=0,1,2,...

N c(n+2;+c(n) > ent1) e(n)

n —

Problem: want to minimize the expected discounted cost over an infinite horizon:

Jo=E{ [7 e [e(X () + a(u(®)] dtl x (0)=n }

state
Key: the state x(¢) and control u(t) stay constant between transitions.
Approach: Convert into a discrete-time Markov chain problem
Investigate properties of J

Let t,, = time of occurrence of the k" transition (tg = 0 by convention
k 0 .
T, = tp—tp_q1: the k' transition time interval
z;, = x(ty) : the state after the k™ transition [z(t) = @y, for t, < t < thet1]
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' (I Control of M/M/1 queues I

up = u(ty) : the control for the K transition [u(t) = uy] for t) < t < tht1
s ter1
So, Jn = 3 E { | e e ) + q(u(t))]dt|X(o>=n}
k=1 k
> tk+1 _
= > B{ " e} B (o) + 100 v}
k=0 Utk
Since the transition time intervals are independent
—Btel . |1 — — BT,
[ ma] = PP ot
ty & B
a = E{e_’BT} =_"Y
v+ 3
So, the expected cost is
1 X,
Jn = o E{e( X Lz, _
"= ay k§1 {e(Xp) + a() | xo=n |
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’ (l Control of M/M/1 gueues I

n-+1
%v B (](M) n>0
\ Q(Nn) B 0 n=20
/v
n—1

Jn = ﬁ+w”§32 C(n)+Q(u)+>\Jn+1+(v— —ﬁé)Jrz,-Fan_l}; n>1
Jo = B+ {c(0) +AJ1 + (v—=A)Jo}; n=20

An optimal policy is to use at sate I, the service rate that minimizes the expression
on the right. So, the optimal policy is to use:

A
* .
t, = arg min {q(u) — pAn}t ! A

Where we M q(ye) ! n+1

od o
An == Jn_Jn_l, n = 1,2..... An

' I |
| a
e F
pwr(n) p"(n+1) N
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' [ Control of M/M/1 gueues

Properties of the optimal polity:
1) Anp > Ap_1
2) gy > g1 = use faster service rate as n 1
Proof is based on successive approximation method.
Let J,,SO) = 0Vn
For . =0,1,2,..DO

k1) _ 1 . ) (k) (k)
J§ = [C(O) + (0= NI 42
1 n
g+ — lc(O) + q(p) + uJ< )1 + (= - + /\J:.E?1 yn=1
B8+ v
k K k
Also, let ( ) — I( ) J?§_>l

From the theory of Markov decision processes (MDP),

im A=A, n=1,2, ..

k — oo
) it suffices to show that A" > A™). vk . Proof is by induction. Assume that 44
(k) o AR (A+1) (k+1) (0) — A(0) 4 4
Ay’ >N, we will show that A > A7, By construction Ay = A, =0 g
By definition: A("11 = U4 gD :
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’ (l Control of M/M/1 gueues I

1 k (k) (k) (k) N (k)
> 3+ v {c(n—|— 1)+gq [Hn_pl} ‘|‘IJJn_|_1Jn + (v — )\—Mn+1)Jn+1

AT, = ey = q [y | - 10,

— ==yt gk }

n+1

1 ) .
— 1o {c(n + 1) —c(n) + )\A,,(;:KQ + (v — A)Affiﬁl

- Nq(f—)l [Agﬁl - A%k)H

So. (5+v) [alEY = AT > fen+ 1) - 26(n) + en — 1)

k k
T A [Aiﬁz - A?(l—f)—ll
+ [U —A— uﬁfiﬁl] [Agﬁl - 7(1]{)1

+ 2y [alP Al > o

k L
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M/M/1 Queue with controlled arrival rate: ~ flow control

e Xc (0, M) =A
v=X+pu
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' (I Control of M/M/1 queues I

Some equations:

1
Jo = min [e¢(0) + q(A) + (v — X)Jg + AJq]
Pt+uvaen
1 :
In = EER [C(n) +q(N) +pdp_1+ (== p)Jn + A4
A = min |lg(\) + A
n = min|g(}) nt1]
Where A, = J,— J,-1
Again:
n = An—l
= An < A,_1 Or Ap ) asn 7

Priority assignment and the uc rule

z1(t)
2o () single server
e
Copyright ©2004 by K. Pattipati

k L

oYL L

Yannnnn



FFF oL L

10

@

' f Control of M/M/1 queues

* m queues sharing a single server. Customers in queue i require service time with
mean 1/u;

« Cost per unit time per customer in queue i, c¢;
« Suppose start with ( n1,n2, ..., nm ) customers and no further arrivals
« What is the optimal ordering for serving the customers?

Objective:

Uniformization:
Let H = Mmaxr [,
When queue ; is served:

_ K
1 u 1 — K

I ' |
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' f Control of M/M/1 queues

As before: 1 o { m }

5 )

1=1

X} = # of customers in the ;' queue after the £*" transition (real or
fictitious)
We transform the problem from one of minimizing waiting costs to one of
maximizing savings in waiting costs through customer service.

Let - .
i if the B transition corresponds to
b = customer departure from queue 4
O otherw:ise
Let
C.io = 0
zy = initial number of customers in queue i
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’ (l Control of M/M/1 gueues I

it Z a:O+ ZQRE{Zc@xO— Z i
1

m=0

- S -p{ £ T

k=1 m=0 k=m+1

1 o
T B+wa-a) 2 Zcsz B+ )1 -«
= 3 Z it — g > ot B{ci,}
=1 k=1

=  max Z o 'E{Cik} saving in waiting cost rate
N——
Suppose we pick queue i s
: i)
Customer leaves with prob. ~,

7
does not leave with prob. (1 - ;)

where =T = maz(0, )
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' f Control of M/M/1 queues

Optimal Policy:

Route an arriving customer to queue 1 iff. the state (4, 7) at the time of
arrival is 3

JE+1,7) <J(,j+1)

FFF oL L

i = F(j)

route to queue 1
# in queue 2

route to queue 2

# in queue 1
Can show this by showing that:

A7) =TG4+ 1,5) — J(@G,5+ 1) | | 44
U R J . are monotonic nondecreasing
Do(i,j) =T+ 1) —JGE+ 1,5) e g
a
o
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' f Control of M/M/1 queues

O
d
a n
AR So, expected reward is — - ¢;
o H
‘ - . - . .
N It is optimal to serve the nonempty queue i for which #:¢ is maximum.
W
Threshold policies for routing in a two-node network
queue 1 - ]
A
- P
queue 2 ol V%)

S
min F / e Bt [cr21(t) + cown(t)] dt
40

Uniform rate:
v=A+p1+ p2

oYL L
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@' (I Control of M/M/1 gueues l

AJv AJv
‘® p2 /v @ M2/U
w1 /v Y. AJv p1/v

v
w20 (10) (11, (12)
v p2/v p2/v

pa/v Ao Afv p1/v

00, " o, " (020 | (00, (o1, (02

v
(2 p2 p2/v p2/v

v= A4 p1+p2

Transition rates when routed to queue 1
(i, ) = evitcaj + pr (G — DV, ) 4 52 (G, (G- 1))

1
B+wv

A
+

it o min [J(i+1,7),J(, 5+ 1)]
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' (I Control of M/M/1 queues |
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' (I Control of M/M/1 queues |
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