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The University of Connecticut       Fall 2009 

Dept. of ESE          KRP 
 

ECE6437  Computational Methods for Optimization 
 

General Information 
 

2008-2009 Catalog Data: 
 

Three credits, Lecture.  Prerequisite: ECE301 Introduction to System Theory. 

Content: Computational methods for optimization in static and dynamic problems.  

Ordinary function minimization, linear programming, gradient methods and conjugate 

direction search, nonlinear problems with constraints.  Extension of search methods to 

optimization of dynamic systems, dynamic programming.   

 

Instructor: 

 Prof. Krishna R. Pattipati 

 Room No.: ITE 350 

 Phone/Fax: 486-2890/5585 

 E-mail: krishna@engr.uconn.edu; URL:  http://www.ee.uconn.edu/faculty.php?f_id=16  

 

Office hours: Tuesday, 11:00-12:00 Noon or by appointment. 
 

Classes: Time: Tuesday, 6PM-9PM, Location: CUE320. 
 

Text and Major References: 

 

Text:  Dimitri P. Bertsekas, Nonlinear Programming, Athena Scientific, Belmont, MA, 1999. 

 

Major References:  

 

1. (Optional Text) Jorge Nocedal and Stephen J. Wright, Numerical Optimization, 

Springer-Verlag, New York, 2006. 

2. David G. Luenberger, Linear and Nonlinear Programming, Second edition, Addison- 

Wesley, 1989. 
 

Course Objective 

 

This course is designed to provide students with a thorough understanding of 

optimization concepts and methods for several important classes of nonlinear 

programming problems, as well as the implementation and testing of these methods in 

software.  Our focus will be on robust methods that can solve practical and large 

problems.  Extensions to discrete optimization will also be stressed.   
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Course Outline 

 
 

Lecture 1:  Introduction and Course Objectives.  What is an Optimization 

    Problem? Classification of Optimization Problems, Measures of  

    Convergence,   Optimality Conditions for single variable and Multi- 

    variable Functions, Elementary Convexity Theory 

 

Reference:  Text: Sec. 1.1, Appendices A and B; [LUE89]: Ch. 1, Ch. 

6; [NOC06]: Chapters: 1-2 

Lecture 2:  Contour maps, Various forms of Generalized Gradient Methods, 

    Line Search Methods (Armijo, Goldstein, Fibionacci, Golden Section)      

 

Reference: Text: Sec. 1.2; [LEU89]: Chapter 7; [NOC06]: Chapters:  

2-3 

 

Lecture 3:  Quadratic Interpolation, Combined Golden Section Search and  

    Quadratic Interpolation, Convergence of Generalized Gradient 

     Method, Stopping Criteria, Test Problems 

 

Reference: Text: Appendix C, Section 1.3; [LEU89]: Chapter 7; 

[NOC06]: Chapter 3 

 

Lecture 4:  Newton’s Method and Quadratic Convergence, Handling Indefinite 

    Hessian using Modified Cholesky Decomposition,  Trust Region 

    Methods (Hook Step and Double Dogleg Step), Least Squares 

    Problem and the Gauss-Newton Method, Levenberg-Marduardt  

    Method  

 

Reference: Text: Sections 1.4 and 1.5; [LEU89]: Chapter 7; [NOC06]: 

Chapter 4 

 

Lecture 5:  The conjugate gradient methods, Convergence Analysis, Partial  

   Conjugate Gradient Method, Application to Nonlinear Functions,  

   Pre-conditioned Conjugate Gradient Methods  

 

Reference: Text: Section 1.6; [LEU89]:Chapter 8; [NOC06]:Chapter 5 

 

Lecture 6:  Quasi-Newton (Variable Metric, Secant) Methods, Square-root 

Implementations, DFP and BFGS Updates, Relation to Filtering and 

Control, Quadratic Termination, Convergence Properties, Scaling, 

Incremental Methods for Least Squares and Neural Network Training 

Problems 

 

Reference: Text: Section 1.7; [LEU89]: Chapter 9; [NOC06]:  

Chapter 6 
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Lecture 7:  Constrained Optimization, Necessary and Sufficient Conditions of   

 Optimality, Equality Constraints,  Sensitivity and Economic 

 Interpretation of Lagrange Multipliers  

 

Reference: Text: Sections 2.1, 3.1 and 3.2; [LEU89] Chapter: 10;  

[NOC06]: Chapter  12 

 

Lecture 8:   Inequality Constraints, Karusch-Kuhn-Tucker (KKT) Conditions,  

Farkas’ Lemma, Convex programming Problems and Duality,  

   Saddle Point Theorem, Primal-dual Problems, Fundamental  

   Algorithms for Nonlinear Constrained Optimization (Augmented 

Lagrangian Methods, Successive Quadratic Programming, Feasible  

Direction Methods, Solution of Necessary Conditions of Optimality) 

 

Reference: Text: Chapters 2-4; [LEU89] Chapters: 11-14;  

[NOC06]: Chapters 14 and  15 

 

Lectures 9-10: Penalty and Augmented Lagrangian methods, Primal-dual  

    interpretation of augmented Lagrangian methods  

 

   Reference: Text. Ch. 4;  [LEU89]: Ch. 12, [NOC06]: Chapter 17  

 

Lecture 11:  Successive Quadratic Programming Methods (SQP), Newton and  

Quasi-Newton versions, A Practical Line Search SQP Method, 

Solution of Quadratic Programming Problems,  

 

   Reference: Text: Chapters 2 and 4; [LEU89]: Ch. 14; [NOC06]:  

   Chapter 18 

 

Lecture 12:   Feasible Direction Methods for Constrained Minimization, Manifold  

   Suboptimization Methods (Gradient Projection, Reduced Gradient,  

   Newton-type Methods, Optimization with Simple Constraints,  

   Subgradient methods, Cutting plane methods 

 

   Reference: Text: Chapter 2, [LEU89]: Chapter 11; [NOC06]: Ch. 16 

 

Lecture 13:  Parallel Optimization Algorithms: Jacobi and Decomposition Methods  

 

   Reference: [BER89] 

 

Lecture 14:  (If time permits) More on non-differentiable optimization methods,  

    Decomposition methods.   

 

Reference: Text: Ch. 6; [LUE84]: Ch. 13.   
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Grading: 

 

 Homework Assignments   40% 

 Programming Assignments          20% 

 Review Paper Presentation 5% 

 Take home Mid-term  15% 

 Term Project 20% 

 Total 100% 
 

Additional Information: 
 

 Starting with October 6 Lecture, each lecture will be divided into two parts.  The first 2.5 

hours will be used to present course materials, and the remaining 0.5 hour will be used 

for students to present reviews of recent journal publications.   
 

 Paper reviews should be based on relevant and recent (2004 and up) journal articles from, 

e.g., Mathematical Programming1 Mathematical Programming Studies, Operations 

Research, Management Science, SIAM Journal on Optimization, Journal of Optimization 

Theory and Applications, Computational Optimization and Applications. 
 

 Term projects can be performed in teams of two students on relevant optimization topics.  

Topics could be related to research, or based on at least two recent journal articles.  

Numerical implementation and testing are a must. 
 

 Term project proposals are due on Tuesday October 6, presentations are scheduled on 

Tuesday December 15 from 6 PM to 9 PM, and final reports are due on the same day. 
 

 Programming can be done in any language.   
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